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Abstract

Purposes: This paper highlights a 10-MV X-ray convolution dose calculation method in water using primary and scatter dose kernels formed
for energy bins of X-ray spectra reconstructed as a function of the off-axis distance for a linear accelerator equipped with pairs of upper
and lower jaws, a multileaf collimator (MLC) and a wedge filter. Methods: The reconstructed X-ray spectra set was composed of 11 energy
bins. To estimate the in-air beam intensities at points on the isocenter plane for an MLC field, we employed an MLC leaf-field output
subtraction method, using an extended radiation source on each of the X-ray target and the flattening filter as well as simplified two-
dimensional plates to simulate the three-dimensional jaws and MLC structures. A special correction factor was introduced for nonuniform
incident beam intensities, particularly produced at MLC fields. The in-phantom dose calculation was performed by treating the phantom,
the wedge filter, the wedge holder and the MLC as parts of a unified irradiated body, where we proposed to use a special factor for
the density scaling theorem within the unified irradiated body. Conclusions: The phantom dose was generally separated into nine dose-
components: the primary and scatter dose-components produced in the phantom; the primary and scatter dose-components emanating
from the wedge, the wedge holder and the MLC; and the electron contamination dose-component. From the calculated and measured
percentage depth dose (PDD) and off-center ratio (OCR) datasets, we may conclude that the convolution method can achieve accurate

dose calculations even under MLC and/or wedge filtration.

Keywords: convolution method; X-ray spectra; dose kernels; wedge; multileaf collimation; MLC leaf-field output subtraction

Research highlights

Convolution methods are convenientfor three-dimensional
(3D) dose calculations, especially for anirregular-beam field
with a non-uniform incident-beam intensity distribution.
For a convolution method, we performed theoretical and
experimental studies on 10-MV X-ray dose calculations
in water phantoms with multileaf collimation (MLC) and/
or wedge filtration using a linear accelerator equipped
with a pair of upper jaws, a pair of lower jaws, an MLC
and a wedge filter. The in-phantom dose calculation was
performed by treating the phantom, the wedge filter, the
wedge holder and the MLC as parts of a unified irradiated
body. We can conclude that the convolution method can
achieve accurate dose calculations even under MLC and/
or wedge filtration.

Introduction

Megavoltage X-ray beams from linear accelerators are

used for radiation therapy. The X-ray radiation produced
in the X-ray target pass through a flattening filter that is
symmetric with respect to the isocenter axis. The flattening
filter makes the beam intensity distribution relatively
uniform across the field. The filter is thickest in the middle
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and tapers off toward the edges; therefore, the X-ray
spectrum is a function of the off-axis distance (radiation
softening becomes more pronounced with increasing off-
axis distance).

The dose at a point in a medium irradiated by an X-ray
beam can be separated into three components. One is
the primary dose, arising directly from primary photons
that have not interacted with the medium before reaching
the point. Another is the dose from scattered radiation
originating from all points hit by primary photons in the
medium. The last is the contamination dose, caused by
electrons from the treatment head and air volume. With
model-based algorithms, one can calculate the primary,
scatter and contamination dose components separately.
Convolution (or superposition) methods are in the class
of model-based algorithms. They are convenient for
three-dimensional (3D) dose calculations, especially
for an irregular-beam field with a nonuniform incident-
beam intensity distribution. As reviewed by Ahnesjo and
Aspradakis [1], there are two kinds of convolution methods:
one is a method that uses pencil-beam kernels, and the
other is a method that uses point-dose kernels.

With respect to the latter convolution method, its numerical
convolution is also called “the collapsed cone convolution”
[2]. The present paper deals with a kind of collapsed cone
convolution; however, it is to be emphasized that the
dose calculation is performed using multiple primary- and
scatter-dose kernels that are formed with the use of X-ray
spectra reconstructed [3, 4] as a function of the off-axis
distance.

For accurate primary and scatter dose calculations
using convolution methods, Iwasaki [5] stipulated that
the following four irradiation conditions be met: (a) a
nondivergent beam, (b) a homogeneous phantom, (c)
a beam attenuation coefficient along ray lines that is
not a function of the depth and off-axis distance, and
(d) an incident beam intensity that is uniform within the
irradiation field and zero outside it. We have not yet dealt
with the condition described in (a), Iwasaki, et al. [6] and
Kimura, et al. [7] dealt with the condition described in (b)
using inhomogeneous phantoms, proposing a correction
factor for calculation of the primary dose within thorax-
like phantoms, and also dealt with the condition described
in (c) using X-ray spectra reconstructed as a function of
the off-axis distance. In the present paper, we proposed a
special correction factor for nonuniformity of the incident
beam intensity described in the above (d) using multileaf
collimator (MLC) and/or wedge fields. Because the MLC and
wedge devices are usually made of high-Z materials, they
can induce large changes in the incident beam intensity
(also including the X-ray spectrum changes). The dose
calculation simulations are performed using 10-MV X-ray
beams, focusing on percentage depth dose (PDD) and off-
center ratio (OCR) datasets in water phantoms.

Materials and methods

The physical parameters of the materials used in this study
were evaluated using data tables published by Hubbell [8].
We used 10-MV X-ray beams from a linear accelerator (CL-
2100C; Varian Medical Systems, Palo Alto, CA, USA). The

treatment head contains pairs of upper and lower jaws;
upper-1, -2 and lower-1, -2 (tungsten alloy) as the jaw
collimator which is able to form a jaw field < 40 x 40 cm?
on the isocenter plane 100 cm distant from the source (S)
(or the X-ray target). The treatment head also features an
MLC (Millennium 120 Leaf; Varian Medical Systems) under
the jaw-collimator device. Each leaf moves in the same
direction as the lower jaws. We used wedge filters supplied
by the manufacturer that are designed to be installed
directly on the treatment head. The wedge filters, made of
steel or lead alloys, form isodose angles of 15°, 30°, 45° and
60° in water and are mounted on an acrylic plate (wedge
holder). Figure 1 diagrams the treatment head with an
installed wedge. We let A, and Ay.c denote the jaw and
MLC fields, respectively, measured on the isocenter plane.

Source (5)
Flattening filter
Upper jaws
Lower jaws
1 ©]
SAD=100 cm
B MLC leaves
Wedge holder
Wedge
Zbcam
O
/ Isocenter \ Ybeam
Xbeam

Isocenter axis

Figure 1 The treatment head is composed of a source (S), a pair of upper
jaws, a pair of lower jaws, and pairs of MLC leaves. A wedge filter can be
placed on the treatment head. The orthogonal coordinate system with axes
Of Xpeam: Yoeam aNd Zyear Setting the origins at the isocenter (O) was used for
the dose calculation model.

Symbols and units

We use the following symbols and units in this paper:
the spectra-related energies (Ey and AE,) are expressed
in MeV; the normalized set of reconstructed energy
fluences (y's) is expressed in MeV'; the total in-air beam
energy fluence (wt‘g;;") is expressed in J/cm? the linear
attenuation coefficients (e.g., Hwaters Hphans Hwedger Mmic, Hmed
) for media are expressed in cm™; the lengths (5, H, & n,
R, r, Ry, etc.) are expressed in cm; the position vectors

o (Lo, Lyg, B0 L%, L0\C etc.), are expressed in c¢m; the

primary and scatter dose components (D;f:ffr?, D™ etc.)
are expressed in Gy; the beam water collision kerma (or
the primary water collision kerma) components (K., and

water

KM ) are expressed in Gy; the dose kernels (H: 2, K12, Aghan,
Pwedger e, Kphans Kwedger Kmic, €tC.) are expressed in cm; the
volume element (AV) is expressed in cm? and the area

element (AS) is expressed in cm?.

Theoretical studies
We tried to calculate the dose at a point generally in an
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inhomogeneous phantom by treating the phantom, the
wedge filter, the wedge holder and the MLC as parts of
a unified irradiated body. For this calculation model, we
used an orthogonal coordinate system of (Xoeam, Yoeam: Zbeam)
(Figures 1 and 2), setting the origin (O) at the isocenter.
We denote the Z,..,, axis as the line connecting the source
(S) and the origin (0), coinciding with the isocenter axis,
and assume that the Xyeam and Yieam axes perpendicularly
intersectthe upper-and lower-jaw field edges, respectively,
on the isocenter plane (Zpeam = 0 cm), calling this the “beam
coordinate system”. The MLC leaves move parallel to the
Ybeam axis, in the same direction as that of the lower jaws.
To calculate the expressions of equations 1-3 described in
the following text to evaluate the dose at a point P(Xc, Yc,
Zc) in the phantom (Figure 2), we use two other coordinate
systems in addition to the beam coordinate system (Xpeam:
Yoeam: Zoeam): ONE is the orthogonal coordinate system (x,, Y,
z,) with the origin at point P (it should be noted that the (x,,
Yw 2,) coordinate system just coincides with the (Xoeam: Ybeams
Zheam) COOrdinate system when point P coincides with the
isocenter (0); and the other is the polar coordinate system
(r', @, 0) directly associated with the (x,, y., z,) coordinate
system.

Dose calculation principle

The dose calculation was performed using a convolution
method that utilizes special types of in-water primary and
scatter dose kernels (H,, and K , (see Appendix A)), formed
for the energy bins of X-ray spectra [3, 4] reconstructed
as a function of the off-axis distance. It should be noted
that the usual number of energy bins is approximately ten,
and that the reconstructed X-ray spectra can reasonably
be applied [4] to media with a wide range of effective Z
numbers (e.g., from water to lead). When applying the
density scaling theorem [9-11] to the in-water primary
and scatter dose kernels again under the conditions that
the phantom, wedge filter, wedge holder and MLC are
treated as parts of a unified irradiated body, the use of the
relative electron density (p.) is not feasible. This is because
the effective Z numbers of the media within the unified
irradiated body are quite different from one another,
depending on the energy bins of the reconstructed X-ray
spectra. Thus, we propose to use a factor of Pmed/ Hwater
(the relative attenuation factor) for the medium of each
volume element within the unified irradiated body, where
Umed @aNd Lwater are the linear attenuation coefficients of the
volume element material and water, respectively, and are
determined by each of the energy bins of the reconstructed
X-ray spectra. For the volume elements existing along a
line connecting two points, we propose to use the mean
relative attenuation factor, pmed/ Uwater iNstead of using the
mean relative electron density ( p.). It should be noted
that the linear attenuation coefficients pmed, Mwater AN Pined
generally change with the energy bin of the reconstructed
X-ray spectra, whereas p. or p.does not. In addition, for
water-like media, we can assume pe = Umed/ Hwater AN Pe
= Umed! Mwaer fOr any energy bin. This method of using
the linear attenuation coefficients may be effective for
handling the scatter dose kernels. However, it may not be
effective for handling the primary dose kernels because
the primary dose is caused by the secondary electrons
generated by the interaction between the volume element

Source (S)

|
Wedge holder

Zbeam

Isocenter

Isocenter axis

SAD=100em Source(S)

Z In the phantom
P(Xe, Ye, Zc)

Dose calculation point

0 (Isocenter) Ybeam

Isocenter plane

Xowam (D)

J=11 (as an example)
(J=11027)

Figure 2 (a) Diagram showing how to calculate the dose at point P in the
phantom, where wedge and MLC devices are generally used; the primary
and scatter doses emanate from the volume elements (AV's) in the phantom,
wedge filter, wedge holder and MLC (unified irradiated body); the electron
contamination dose emanates from the area element (AS) on the phantom
surface; L., Iohe", L%, 14", [%C and L, are the position vectors; and
Bphans Bwedger Bunoias Omic @and B are the angles (it should be emphasized that
the (x., Y. 2,) coordinate system becomes the (Xveam, Ybeams Zoeam) COOrdinate

system when point P coincides with the isocenter (0); (b) Diagram showing
how to determine the effective point within a volume element (AV) in the
phantom as (I;‘— vaf;.') with f,= 0.415 for primary dose calculations, and
with f,= 0.01 for scatter dose calculations, also showing how to set OPF data

(/=1,2,..., Jmax) ON the isocenter plane.

and the primary photons. The secondary electrons do not
have a strong relationship with photon attenuation from
the standpoint of energy deposition in media.
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Figure 2 also shows a quadrangular pyramid in polar
coordinates, whose apex is situated at point P. It shows how
tocalculatethe primary, scatter and electron contamination
doses delivered to point P, where the primary and scatter
doses arise from the volume elements (AV’s) in the unified
irradiated body; and the electron contamination dose
arises from the area element AS. Regarding to the volume
elements (AV's) and area elements (AS's, we employed
a series of 6, AB, ¢, Ap, r' and Ar' data (see Appendix B).
For the convolution dose calculation, (a) we used a set of
X-ray spectra reconstructed as a function of the off-axis
distance, letting the bin energies be £y (N =1, 2,..., Nnax With
Nmax = 10) for each off-axis distance; (b) we used primary
dose kernels (Aghani Awedges Aw_noia @Nd huic) and scatter dose
kernels (Kpnhans Kwedger Kunoia @Nd kuic) as a function of £y for
the volume and area elements, where these dose kernels
are rebuilt from the in-water primary and scatter dose
kernels§H1,2 and K;,); and (c) we estimated values of K nter
and Kv“f';te, as a function of E, for each of the volume and
area elements.

For dose calculation generally under the presence of the
MLC and a wedge filter, we divided the dose to point Pinto
nine components: (a) the primary and scatter doses (Dgr?f:
and D) produced in the Cphantom; (b) the primary and
scatter doses (D**and D},*") emanating from the wedge
filter; (c) the primary and scatter doses (Dyi*“and D"
) emanating from the wedge holder; (d) the primary and
scatter doses (Dr’,‘f;f and D¢) emanating from the MLC; and
(e) the contamination dose D, caused by the electrons
emanating from the treatment head and the air volume.

It should be noted that this calculation method does not
strictly take into account the primary and scatter doses

(a) The primary dose calculation approach:

R h luphan (LpAh\;m ; EN ) wedge jaw wedge
Do (L) =2 [ 30 P (L = L0, )RS (17, ) P2 2 RV (007 ) 4D B (L = L™ )- K (L5,
AV

water \ “Av

- Her (Ew)
) My hois (L‘g;hom En )
luwater (EN)

max
N=1

w_hold , jaw w_hold ,
+Z By ot (le =Lii™ 3 En) K grer (LAV i )w hold
AV B

AV(L‘bhOId) +thLc(Lc_L“AA\L/C;EN)'KjaW (LXI\L/C;EN
Av

due to the secondary electrons and scattered photons,
respectively, produced in the upper and lower jaws.
Instead, it treats the radiation reflected from the jaws as
a small increase in the in-air beam intensity using a jaw
radiation reflection factor [6] that lies outside the jaw
field, as described by a Monte Carlo simulation model [12]
stating that the photons scattered from the jaws can be
ignored when estimating the in-air beam intensity within
the jaw field.

Within the unified irradiated body, we set the beam water
collision kerma (K., or KM< ) to act on the dose kernel at
each AVor AS element point. When the beam water collision
kerma should be determined based on the open jaw field
without the MLC device, we denote it as Kiwe. When the
beam water collision kerma should be determined based
on the open MLC field under a given jaw field, we denote
itas K< .

Next, we describe the dose calculation approaches using
position vectors, generally taking an irradiation case in
which both wedge and MLC devices are installed in a jaw
field (Figure 2a). We let L. denote the position vector to a
dose calculation point P, drawn from the source (S); and
B, L, 0y and L denote the position vectors to
volume elements (AV's) in the phantom, wedge filter, wedge
holder and MLC, respectively, drawn from the source (S);
and L,s denote the position vector to an area element (AS)
on the phantom surface, drawn from the source (S). Then
the primary, scatter and electron contamination dose

calculations are performed using the follow approaches.

Lwedge;E
) , . :uwedge( AV N) AV(LX;dge )
M e ()

water

oo 2B v ()], M

where Kjne. and Komer express the beam water collision kermas at the corresponding volume elements (AV’s), respectively,
in the phantom and in the wedge or MLC device (equations 40-42, 46).

(b) The scatter dose calculation approach:
N, phan ,
- n an ﬂ an(L ’E )
Dsca! (Lc ) = Z kahan (Lc - LpAh\j IEN) 'K\'/\vAaLtCer (LpAhV IEN ) han : & ~ .
N=1| AV P luwater(EN)

My _hold (LVAVGhO‘d iEn )

+ k L _ wahold;E 'Kjaw waho\d;E .
; w_hold( C AV N) water ( AV N )w_hu\d Iuwamr (EN )

(c) The contamination dose calculation approach:

Nmax
Dcont (Lc ) = Z|:zhphan (Lc _LAS;EN ).Kv'\\:lal;cer (LAS;EN )phan .G(Ajaw )Fl (
N=1[_ AS

where Kl express the beam water collision kerma at the
corresponding phantom surface element (AS) (equation
43); AS is defined as the size of the area element on the
phantom surface, which faces the source (S) without
interception by the phantom; 8s is the angle between the
normal vector line on the AS surface and the negative
vector of L (0<6,<m/2) ; G(A..,) expresses the
electron contamination factor as a function of the jaw

AV (L") +kaedge (Lc - LVAV\e/dge;EN )'Kvij::ef (LVAVEVdgE;EN )wedge
AV

AV(LXQhOId) +szLC(Lc _LTtC;EN)'KjaW (LZI\L/C;EN
AV

wedge ,
_:uwedge(LAv ¢ 'EN) AV(LvAveVdge
Iuwater(EN)
M. g
water ) ./IMLC( e N)AV(LI\;\L/C) ! (2)
e /lwater (EN )

T (Ey)E )-FZ(LC—LM)-AS(LM)cosesJ 3)

field (Aiaw) [6, 7]. T, and I, are introduced to improve the G
function, which can apply only to open jaw fields and only
to electrons streaming along the ray lines emanating from
the source (S).

I, represents the degree of attenuation of the contaminant
electrons when penetrating the MLC and wedge filter
along the position vector Lys. Let I, be formulated using
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penetration features of the secondary electrons produced
by Ey photons as

rl(Teff(EN);EN):H1(Teff(EN)'O;EN)/H1(O'O;EN) , (4)

where H,(Z, R; Ey) expresses the in-water forward primary
dose kernel to point (5, R) produced by Ey photons (refer to
Appendix A); and T (Ep) is the total effective thickness for
the MLC and wedge devices, evaluated along the position
vector L,s as a function of Ey. It is calculated as

Teff (EN ) = |:IJMLC (EN )TMLC + I"lwedge (EN )Twedge
+ I“lw_hold (EN )Tw_hold :| / Hyater (EN ) ! (5)

where /JMLC(EN)I I—Jwedge(EN)r “w_hold(EN) and Hwater(EN) are the
linear attenuation coefficients of the MLC, wedge filter,
wedge holder and water, respectively, for Ey photons; and
Tt Tweage aNd Ty, noiga@re the thicknesses of the MLC, wedge
filter and wedge holder, respectively, measured along the
position vector L.

I, is introduced to improve the accuracy of the calculation
at points very near the phantom surface [7], to take into
account the dose delivered by the contaminant electrons
coming across the ray lines. For phantoms constructed of
water-like media, we express I', as

Then, the dose kernels in equations 1-3 can be evaluated
by employing the in-water dose kernels (H,, and K;, ) as
follows (also refer to the angles of Bpnan, 85, Buedger Bw_noa @aNd
Bwmic in Figure 2):

(@) hpnan in equation 1 is one of the following two kernels:

2

Urnea (E
hl (E’r;EN )phan = M .Hl (:_'R’EN ).Fhetero’forephan S 7T/2 (7)
“water (EN)
B 2
E
hZ (E'r;EN)Dhan = {M} .HZ (H’R’EN ).Fhetem'forephan > 7'[/2 (8)
water N

where lumed(EN) is evaluated along the line connecting P
and the effective point within the AV element; and Fretero IS
a correction factor [6, 7] for phantom heterogeneity. This
correction factor is simply used only for forward primary
dose calculations, not as a function of Ey. We should set
Fretero = 1 for homogeneous phantoms.

(b) konan in equation 2 is one of the following two kernels:
2

I:lmed(EN) -
k. (&,r;E =| ———2 1| K (Z,RE,),for0 . <m/2 (9
1(6 N)phan Hwater(EN) 1( N) phan IT/ ( )
B 2
E
ky(N,13Ey ) opan = Hoea(En) K, (H,R;E,),for®,. >m/2 (10)
water N

r,(L —L) =1+175exp| —200p,|L — L] | . (6)

where p, is the relative electron density averaged between
point P and the AS center (however, it has been found [13-
15] that the contamination dose does not vary simply in
proportion to the beam water collision kerma of K[...).

In regard to the calculated dose to point P(Xc, Y, Zc) in the
phantom (Figure 2), it can be understood that the primary
and scatter doses emanating from the volume elements
in the phantom are generally composed of forward and
backward dose components, that the primary and scatter
doses emanating from volume elements in the wedge
and MLC devices are composed only of forward dose
components because these devices are placed relatively
far above the phantom, and that the contamination dose
is generally composed of forward and backward dose
components. Appendix A defines in-water primary and
scatter dose kernels as Hq(Z, R; Ey), Ho(H, R; Ey), Ki(Z, R; En)
and Kx(H, R; Ey) using orthogonal coordinates (=, R) and (H,
R) for incident Ey photons.

Next, we examine the dose kernels of Agnan, Pwedger Punolar
At Kohane Kwedger Kw_noia @aNd ke (€quations 1-3) used in the
unified irradiated body. According to the aforementioned
density scaling theorem, the coordinates of €, n, r, &, ns
and r, shown in Figure 3 can be converted to the in-water
coordinates as:

(60 () 1= s (60) e (80) 1 R s (60) (62
s |:I1med (EN ) / uwater (EN ):|€s' Hs = |:Ijlmed (EN ) / uwater (EN ):|ns and Rs = |:l1med (EN ) / uwater (EN ):|rs

(¢) hpnan in equation 3 is one of the following two kernels:

2

Uones (E,
By (6,13 Ex ) = ’1””—((”) H,(Z,,R;E, ) for0, <m/2, (11)
water N
B 2
E
hz(nslrs;EN)phan = M .HZ(HSIRS;EN)Ifores >]T/2 1(12)
“water(EN)

where ﬂmed(EN) is evaluated along the line connecting P
and the center of AS.

(d) Nuedge AN Kyedge (USed as Byeqge<Ti/2) in equations 1 and

2 are, respectively,
2

Honea (E _
hl(flr;EN)Wedge = udi((EN)) .Hl (:'R;EN ).Fwedge_p ’ (13)
‘water N
~ 2
Homes (En) -
kl(flr;EN)wedge: ﬁ(;:v) 'Kl(:’R;EN).Fwedge_s [ (14)

where Fuegge p aNd Fueqge s are the correction factors,
respectively, for the calculation of the primary and scatter
dose components, not as a function of Ey. We express
them as

F T Bwedge_p

wedge_p = wedge ’ (1 5)

Bwe ge_s
Fwedge_s = 1 / |:Vwedge_s.(1 + awedge_s'Twedge ‘ ):| ' (1 6)

awedge_p '



19

Iwasaki A et al., ] Radiol Imaging. 2017, 2(3):14-35

With Teqge=v/Z> 4+ R?, Where Quedge p = 2.5 X 102, Buedge p =
0.5, Quedge p= 7.0 x 108, Buedge p = 0.5 and Yieqge s = 50 for
each of the 15°, 30°, 45° and 60° wedges (wedge types 1-4)
(these values, without units, were derived by comparing
the calculated and measured dose datasets).

(€) hwhola @aNd Ky noia (Used as B, noid < T/2) in equations 1
and 2 are, respectively,

Hones (E _
hl(f;r;EN)w_holdz [,ld—((EA:V)) *H, (:rR;EN)'Fwedge_p . (17)
water
- 2
Hrnea (E -
kl (f,f;EN)W _hold = ,le—((E/:/)) 'Kl (: rR;EN )'Fwedge_s ’ (1 8)
water

(f) hyie and kyic (used as Byc < T/2) in equations 1 and 2

are, respectively,
2

Ij‘me E -

hl(frr;EN)MLc: ﬁ((EI\:V)) .Hl(:'R;EN).FMLC_p (19)
B 2
Himea (E -

kl(flr;EN)MLc: ﬁ((;:v)) 'Kl(:'R'.EN).FMLC_s , (20)

where Fyc, and Fycs are the correction factors,
respectively, for the calculation of the primary and scatter
dose components emanating from the MLC, not as
functions of Ey. We express them as

_ . BMLC_
Fac_o =% pTwc 1)
_ Buic_s
FMLC_S =1/ |:YMLC_5'(1 + aMLc_s'TMLc )J ' (22)
with Tye =V +R?, where we let
Oy =1X107 B ) =150, =100,Bc ,=15and Y, ;=10

(these values without units were derived by comparing the
calculated and measured dose datasets).

Modeling the jaw collimator, MLC and wedge devices

The jaw collimator, MLC and wedge devices are 3D objects
(Figure 4a). However, to simplify the calculation of the
in-air beam intensity with an open jaw field or with an
open MLC field under a jaw field, and to also simplify the
calculation of the dose that the phantom receives from the
MLC and wedge, we treated the jaws, MLC and wedge as
two-dimensional (2D) structures. That is, we treated them
as plates with no geometrical thickness (Figure 4b). The
following describes the details of the jaws, MLC and wedge
plates:

(a) The jaw collimator is simulated by four plates that are
perpendicular to the isocenter axis. They are located at
four positions: Zyeam = Zypper 1 (=72.0 €M), Zpeam = Zupper 2 (=
72.0 Cm)r Zbeam = Zlowerj (E 63.3 Cm) and Zbeam = ZIower,Z (E
63.3 cm). The Zypper 1 and Zypper 2 pOsitions coincide with
the corresponding top edges of the upper-1 and -2 jaws,

Source ()

Surface

Phantom

Zbeam P(XC’ YC’ ZC) Ray line
@ Isocenter O4——y,
a
Xbeam™  [socenter axis
Source (S)
AS
(s %)
Ray line
Phantom
Ray line
Zoveam 4 P(Xca Yc, Zc)
Isocenter O.4———»y;
Xt
(b) beaM  1oocenter axis

Figure 3 (a) Diagram showing how to calculate the primary and scatter
doses at point P(X, Yc, Zc) in a phantom. Point O, is situated at the middle
of the line connecting the source (S) and point P. A sphere is drawn with
the diameter of SP, with the center set at point O,. Points (, r) and (», r) are,
respectively, inside and outside the sphere; (b) Diagram showing how to
calculate the contamination dose at point P(X¢, Y¢, Zc) in a phantom. Point
0O, is situated at the middle of the line connecting the source (S) and point
P. A sphere is drawn with the diameter of SP, with the center set at point O,.
Points (&, r;) and (i, rs) are, respectively, inside and outside the sphere.

respectively, and the Zigwer 1 @and Ziower 2 POSItions coincide
with the corresponding top edges of the lower_1 and _2
jaws, respectively. We assume that these four plates form
the same irradiation field on the isocenter plane as the real
jaws do, and that the radiation emanating from the source
(S) is perfectly shielded by the plates. This replacement is
performed [6] to calculate in a simple manner the in-air
beam intensity caused by the extended radiation source
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on the X-ray target plane and the extended radiation
source on the flattening-filter plane. It should be noted
that this replacement causes a slight inconvenience for the
calculation of the in-air beam intensity outside the jaw field
(refer to the circle mark in Figure 5b as described later).

(b) The MLC is simulated by a plate perpendicular to
the isocenter axis at the position Zpeam = Zwic (= 53.7 cm,
which was determined by analyzing the measured MLC-S,
datasets shown in Figure 6 below). We let the plate form
the same MLC field as the MLC does on the isocenter plane,
corresponding to the MLC effective thicknesses along ray
lines emanating from the source (S). This dataset is used to
calculate the in-air beam intensity for the open MLC field.
It is also used for calculating the dose that the phantom
receives from the MLC.

(c) Each of the wedges (15°, 30°, 45° and 60°) and their 0.2
cm acrylic holder are replaced with a plate perpendicular
to the isocenter axis at the fixed position Zpeam = Zuwedge (=
42.4 cm), which is the same as the position of the boundary
surface of the wedge and its holder. We let the plate form
the wedge field as the wedge device does on the isocenter
plane, corresponding to the wedge filter and wedge holder
thicknesses along ray lines emanating from the source (S).
This dataset is used to calculate the dose that the phantom
receives from the wedge device and the in-air beam
intensity under the wedge-filtered jaw or MLC field.

Source (5) Source (5)
) Upper jaw plates
Upper jaws
) [0) / \ Q@ Lower jaw plates
Lower jaws / \
® ® MLC plates
----- @)-- MLC \
SAD=100 cm_ Wedge holder Wedge plate
Wedge
L — Zypper =720 cm
Zwic =537 cm
9.0 cm Ziower 5[63.3 cm 7 =424
Zpeam Zbeam Jrea=tedm
0 0

/ Xpeam

Figure 4 Drawings of geometrical arrangement for the upper and lower
jaws, the MLC and the wedge for (a) the three-dimensional structural
devices and for (b) the simplified two-dimensional plate devices.

Isocenter Yoeam Isocenter Yoeam
Xbeam

(a) (b)

In-air output factor calculation for open MLC fields

We describe how to calculate the in-air beam intensity
for an open MLC field under a given jaw field (without
wedge filtration). The calculation is based on the MLC leaf-
field output subtraction method [16] at the 15" ICCR. The
details are; Zhu and Bjarngard [17] and Zhu and colleagues
[18-20] introduced the 2D Gaussian-source model for the
extended radiation source only with a flattening filter to
calculate the in-air output factor (S.) [21, 22] for open jaw
or MLC fields. Later, lwasaki and colleagues [6] proposed
the use of this model not only for the flattening filter but
also for the X-ray target (or the source (S)). It was found that
using the two extended radiation sources was effective,
even around a zero-area jaw field under conditions of
lateral electron disequilibrium. We propose using the two
extended radiation sources model to calculate the in-air
output factor (OPF;, 4;) for an open MLC field under a given

jaw field by subtracting the in-air output reduction caused
by setting the MLC field to the jaw field from the in-air
output for the open jaw field (let the in-air output reduction
be designated the negative or “black” in-air output). This
calculation method can take into account the delicate in-
air output variations caused by the MLC leaf curvature
and chamfers at the leaf end and the MLC interleaf X-ray
leakage.

Figure 5 shows the calculation of the OPF;, ,, factor at a
point Q(Xo,Ys) on the isocenter plane for an open MLC field
(Auic) under a given jaw field (A,w), where Figures 5a, b are
drawn for the cases where point Q is inside and outside
the A, field, respectively. An extended radiation source
exists around point Os (coinciding with the center of the
X-ray target) on the source plate; and another extended
radiation source is assumed to exist around point O at
the intersection of the flattening-filter plate and the ray
line connecting points Os and Q. On the isocenter plgalar;lke

we introduce a special field called a black MLC field (Ay.c ),

Dj,-ﬁs(dAs) Source plane Os R (dAs)

T

|
1
1
1
1
1
|
]
1
1
1
1
1
1
|I
|
R
A%Iack A]aw Yoeam

(a) Q is inside the jaw field (4;,,,) (b) O is outside the jaw field (4;,,,)

Figure 5 Schematic diagrams showing how to calculate the OPF,, . factor
for a point Q on the isocenter plane when (a) point Q is inside the Ay, field,

and when (b) point Q is outside the A, field (note that, as indicated by

the circle mark, the A,'\“A'Eék field extends from the A, field edge). It should

be noted that the dashed lines are drawn only by taking into account the
positions of the lower jaw plates, and that, in like manner, another set of
dashed lines should also be utilized by taking into account the positions of
the upper jaw plates.

105 | MLC-S, factors at isocenter 28X 28 o
108 | 10 MV X rays . - S
+ - A e O
1.03 /; x A |
. Y S dahdn iy A3 =20 X 20 em?

1.02

101 Ajpy=12% 12 cm?
1 Ap=10X10em?  —— ——Calculated |
-« -Measured

—.-

MLC-S,

0.99 |
[ Ajp=8 X 8 cr?

.-

0.98 | -
.-
A6 6cm? ——— _~ —

0.97
0.96 -

0095 by S S "

Square MLC field side (cm)

Figure 6 Calculated and measured MLC-S. datasets obtained at the
isocenter (Xpeam =0 €M, Ypeam = 0 cmM) as a function of the square MLC field
side under each of the square A, fields of 6 x 6-28 x 28 cm?.
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which is used to evaluate the amount of negative (or black)
in-air output, (where the dashed lines in Figures 5a, b are
drawn by taking into account the positions of the lower
jaw plates (in like manner, another set of dashed lines
should also be utilized by taking into account the positions
of the upper jaw plates)). It should be empha5|zed that,
if point Q is outside the Ay, field, the A%’ field does not
contain point Q. In thalcsk case, as indicated by the circle mark

in Figure 5b, the A,\,,Lc field extends beyond the A, field
edge. Such an extended region is caused by the treatment

OPF (XO,YO;AMLC,Ajaw)z

i (X0, Yo A ) = Hurec (Xo, Yoi Auric

MLC

of the 2D jaw-collimator plates (the irradiation geometry
tells us that, if the real 3D jaw collimator can be utilized, no

black

such large Ay fields can be generated).

We normalize the OPF,;, , factor to unity at the isocenter
with an open jaw field of A, = 10 x 10 cm? (= 10 x 10,),
whose center coincides with the isocenter. Then, the OPF;, .,
factor at point Q(Xo, Yo) for an open Ay, field under a given
Ajw field can be calculated as

) -OCR R,)RRF,, (X,,Y,) | (23)

source (

n_ air

H.., (0,0;10x10,, )

with R, =\/X02 +Y,?, where OCR.,«(Ry) is the source off-
center ratio [6], obtained by assuming that it is a function
of only for an open infinite A;,, field (defined as the in-air
beam intensity (in water collision kerma) at a point thatis R,
distant from the isocenter to that at the isocenter (that is,
OCRsource(0) = 1), where the OCRg,,c. dataset was produced
by applying an in-air chamber response function [4] of
Y(Ro) = exp(0.002R, - 0.00002R,?) to an in-air dose dataset
measured only at points of Ypeam = 0 0N the Yieam axis). RRFjy
is the jaw-collimator radiation reflection factor [6], letting
RRF.»=1 and RRF;,,>1, respectively, inside and outside the
A field. For beams with no MLC device, we obtain H;’,}ECC"—O
by setting Au.c = 0 (infinite field) and Arin equation 23
(see Appendix C for definitions of “off-center jaw-S. factor”,
“MLC-S, factor” and “jaw-S.factor”).

First, we formulate [6] Hj,,, in equation 23 as

o (X0 Yoi AL, )=(1+0,C5, ) [G;W(X Vi AL, )+ a,Gh, (Xo Yo AJEW)](24)

S 1 2 2
Go (Xo Vi, )= e Uj exp[ -R;’ /(4 /2)" |dA;, (25)
G (X0, Yo A )= jexp[ R* /(% /2 ]dA. , (26)

(/L/Z)

where C,, is the side of the equivalent square field for Ag,;
and a4, a,, As and A¢ are constants, where it is assumed that
a, (the monitor-backscatter coefficient) is influenced only
by the jaw collimator, which forms the A, field, and not
by the MLC or by the wedge. For the present 10-MV X-ray
accelerator, we have obtained a,=0.00146 cm™', a,=0.0830,
As=0.299 cm and A= 3.097 cm. It can be understood that
H,aw approaches zero as the Ay, field approaches zero.

Next, we formulate [16] Hyp in equation 23 as

HEE (X, Yos A )=(1+ 0y CEQ)[GfMC(x Vo AL ) + 0,6l (X, Yo A;’A‘fgk)],(27)

MLC MLC jaw

s black 1 _ MLe ymic | _p? 2
Gic (X Yoi Auic )_ (js /2)2 5[[1 Youe (Xn Yo )] eXp[ Rg /(25 /2) }dAsl (28)
black 1 MLC y/MLC 2 2
GMLC (X Y AMLC )_ (/L /2)2 [/I:[l*YMLc(Xo :Yu )]-EXP[’RF /(21 /2) JdAr , (29)
MLC black

where point (X3¢, ¥, ) should be within the Ay region
(Figure 5a,b show how point Q, area element dAs (or dA),
point Os and point (X3, ¥,") are related); and yy,c is the

jaw

MLC attenuation factor, evaluated using the beam water
collision kerma along the ray line connecting points Os and
XMLC YOMLC as
o !
Z yyyyy IUM(EN)] “'P(EN'RQM)‘GXP[’/IMLC (Erv}'TMLc(XSM YMLC)]A

: [
(XMLC YMLC\_ N P t
oo Mo [ Hen(E) W (E,, R,
ZAH P n+ o N
water

+(30)

Y

MLC

with R\ = (XMLC) (YOMLC)Z, where Ty is the MLC

effective thickness measured along the ray line connecting
points Os and (X3¢, Y,") (it should be noted that we
obtain yyc= 1 for TMLC = 0); (Uen (En VP)water is the mass
energy absorption coefficient of water for Ey photons; and

‘P(EN,RSALC) expresses the energy fluence spectrum for an

open infinite jaw field, as a function of the energy bin (£y)

and the off-axis distance (Ro= R)") (Figure 7), normalized

Ninax

as Z‘P

o )OE, =1.

If Tw.c =0 for all points on the isocenter plane, we have
Hy% =0 (that is, no MLC setting for the Ay, field). Ideally,
Yuic should be evaluated along the line connecting point Q
and dAs (or dAf). However, we did not use this procedure,
because, along such a line, the spectrum estimation has
not yet been established, and calculation of the effective
thickness of the MLC is very complicated.

025 \ { \
10-MV X-ray spectra ’
02 7 5 — Ry=0cm
Y AN Emia =2.698 Mev - Ry=25cm
i /1 RN —~ Ry=50cm
":; 0.15 ’/ ‘," //I “ \\\ == Rp=7.5cm
(] ’ N - -
s i £ Ry =100cm
= 5 - Ry:125em
€ o1 | il Ro
= i ,'/, /i — Ry:155¢cm
5 e —~- Ry:17.5¢cm
oos {1/ N — Ry =195cm
% AE\=0.460 AE=1526
MeV(N=1-6) MeV(N=7-11) , Representative energies
ELE BB 6 | s o F11 10329 MV

0 I}
0 1 2 3 4 5 6 7 8 9 10 1 12
Photon energy (MeV)

Figure 7 A normalized set of energy fluence spectra (W(EyRo) (N = 1-11)) for
10-MV X-rays (with an accelerating voltage of 10.329 MV), reconstructed at
off-axis distances of Ry= 0, 2.5, 5.0, 7.5, 10.0, 12.5, 15.5, 17.5 and 19.5 cm.
The energy bins are £,=0.167 (= Eni), E2= 0.627, E;= 1.087, E;= 1.548, Es=
2.008, Eg= 2.468, E; = 3.461, Eg= 4.987, E;= 6.513, E;,= 8.040 and E;, = 9.566
MeV (= Enax) (namely, and Enig= 2.698 MeV with AEy = 0.460 MeV for N = 1-6,
and with AEy = 1.526 MeV for N = 7-11).
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The total in-air energy fluence

Foranopeninfinite jaw field yielding anin-air water collision
kerma of OCR,rce (Ro) ON the isocenter plane (equation 23),
the total in-air energy fluence (q’it?i;") at point (X,, Y,) can be
evaluated as

OCRsource(RO) (31)

lIli"JW (XO,YO): ,
Mo [ Men(Ey)
ZN:l [Mj '\IJ(EN'RO)AEN
water

total

o

with Ry =/ X’ +Y,” .Itshouldbenotedthatthedenominator
of equation 31 expresses the total water collision kerma
that the normalized energy fluence spectrum yields at the
corresponding point in air. Therefore, the in-air energy
fluence related to the normalized energy fluence of W(Ey,Ro)
AE, yields the following in-air water collision kerma:

K= (Ry;E ):‘P‘"-”(RO)-(MJ W (E,,R,)AE, ,(32)

water

water 0’=N total p N7TT0

The in-phantom dose calculations described below are
carried out using the K- function. If a wedge filters
the open jaw or MLC field, we calculate the in-air water
collision kerma variation for each set of primary photons
(N =1 to Nn.x), depending on the wedge thickness along
the corresponding ray line. This is because the in-phantom
dose is calculated by using the primary photons emitted
from the source (§) and by treating the phantom, the

wedge and the MLC as parts of a unified irradiation body.

Calculation K of and KM

water water

This section is described mainly by referring to figures 4, 5,
8, and 9, where the 2D wedge and MLC plates are placed
at Zveam = Zwedge aNd Zueam = Zuic respectively. We set up the
precondition that the 2D wedge and MLC plates hold data
regarding the thicknesses (or effective thicknesses) of the
3D wedge and the MLC devices, respectively, measured
along the ray lines emanating from the source (S). In the
inserted diagram on the right in Figure 8, we let T, denote
the thickness (or effective thickness) measured along a ray
line passing through a point (X,Y;,Z,) on the wedge or
MLC plate and through a point Q(X,, Yo) on the isocenter
plane, and let a; denote the angle between the ray line
and the isocenter plane. Then the thickness (or effective
thickness) along the line that is parallel to the Z,., axis and
passes through the point (X;,Y;,Z;) can be approximated
as T, sina;. Draw an axis r' from a dose calculation point
P(Xc, Y, Zc) that passes through the point (XY ,Z,). Then
the thickness (or effective thickness) measured along the
r' axis can be approximated as T, sina;/sina,, where q, is
the angle between the r' axis and the isocenter plane. On
the basis of this procedure, the following describes how to
handle the 3D wedge and MLC devices.

First, we refer to the thickness (or effective thickness)
measured from the bottom side along the r' axis using the
symbol Ut (L = 1 to Lyay). The diagram shows the case when
Lmax = 5 with equal interval sections AL, and a residual
section AL’y (< ALy) along a line parallel to the Zpe.r, axis. We
estimate the value for Utas

U" = (T, - T})sina, / sina,, |, (33)
with

Zpeam

’
SAD=100cm Source (S) 7

Source (S)
r

Z]ﬁ L yL 7L
(= Zuic Or Zwedge)) .A.‘./I:(,X”' Y, 2

phan
AV (Xy, Yu, Zy)

To — Tl'j)sina1
P(Xc,Ye, Zc)

X5 vy
aq
XG5, Yy, Zo)* Q(Xo, Yo)

Yoeam QoY)

Figure 8 Diagrams showing how to calculate the thickness (U") of the wedge
or MLC measured from the bottom side along the r' axis connecting a
dose calculation point P(X, Y, Zc) and a point (XLLJ,Y; ,ZLL]) in the wedge or
MLC plate, and showing how to calculate the beam water collision kerma
at a volume element (AV)) in the wedge or MLC. Let T, be the thickness
(or effective thickness) of the wedge or MLC, measured along the line
connecting the source (S) and a point Q(Xo, Yo) on the isocenter plane. The
inserted diagram on the right is for the case L. = 5. The diagrams also
assist in calculating the beam water collision kermas at an area element
(AS) on the phantom surface and a volume element (AV) in the phantom, in
relation to the wedge or MLC setting for the beam.

T3 = (Lyp —L=05) AL + ALy |/sinat,, (L=1,2,-+,L,, =1) , (34)
Ty =0.5AL, /sina, (35)
sina, :[(Lmax -1)AL, +AL'O]/T0 ) (36)

It should be noted that, at least for wedge filters, the
calculation for U is a close approximation because they
are constructed with continuously gentle slope faces
against the isocenter plane.

Second, at the point (X;,Y;,Z,) in the L™ section (Figures
8 and 9), we set an imaginary volume element (AV,) that
is surrounded both by the AL, or AL’y layer faces and by
the quadrangular pyramid faces determined by (r', 6, A6,
@, Ap) whose apex is located at point P(X, Yc, Zc). Let AA,
denote the area of the pyramid base at the point (X., Y.}, Z,,)
perpendicular to the r' axis; r’, denotes the distance
between points P(Xc, Y, Zc) and (X;,Y,,Z,) ; and 6, denotes
the angle between the Zyeam axis (or the Z'ye,m axis starting

Zheam
ZI
Source (S) beam r

(= Zucor Zwedge)

Quadranglar pyramid
L,l (r',8,40,d,Ad)

Ybeam

P(Xc. Yo, Zc)
Xbeam

Figure 9 Diagram showing how to calculate the magnitude of the volume
element (AV,) in the L™ section, surrounded by both the AL, or AL, section
faces and by the quadrangular pyramid faces determined by (r', 6, A8, ¢, Ap)
whose apex is located at point P. AA; denotes the area of the pyramid base
at point (XLLJ ,Y; ) ZLL] ), perpendicular to the r' axis, and 8', denotes the angle

between the Zpeam (O Z'heam) axis and the r' axis.
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at point P and parallel to the Z,e.m axis) and the r' axis.
Then the magnitude of (AV)) is given as

AVL=AA°A€° SL=1,2,-,L —1), 37)
cosé,

AV, =AAAL, /cosb, , (38)

with

AA =1} {cos(@—AB/2)—cos(@+A6/2)}A¢ , (39)

To calculate the primary and scatter doses from the wedge
and MLC bodies, we used AL,= 0.01 cm and AL;= 0.1 cm,
respectively. To calculateboththe primaryandscatter doses
from the wedge holder, we used AL, = 0.2 cm (that is, L =
1 in Figure 8). The value of T, measured along each ray line
was obtained by analyzing the manufacturer’s diagrams.
However, we assumed that each of the MLC leaves had no
driving screw holes (0.33 cm and 0.43 cm in diameter for
the 0.5 cm and 1 cm wide leaves, respectively).

Next, we describe the calculation of the beam water
collision kermas of Kjse.and Ki.(equations 1-3) for a
given volume element (AVor AV,) or a given area element
AS within the unified irradiated body (Figure 8). Because
the X-ray emission from the flattening filter is very small
relative to that from the X-ray target (for the present 10-MV
X-ray accelerator, the strength ratio of the extra radiation
source to the X-ray target for an infinite A, field is a,=
0.0830 (equation 24), we assumed that all X-rays emanate
from the source (S).

It has been found that, particularly under MLC field
irradiation, the OPF;, ,; factor (equation 23) determined on
the basis of a single point within each AV element in the
phantom cannot give accurate dose calculation results.
This is mainly caused by the nonuniformity of the beam
intensities within each AV element owing to the use of the
MLC. In the following dose calculation procedures, the
symbol OPF:"¢ is used when the beam intensity for each AV
element in the phantom should be evaluated based on the
beam intensity at a single point within each AV element. On
the other hand, the symbol OPF"Y\ is used when the in-air
beam intensity for each AV element in the phantom should
be evaluated based on the beam intensities at multiple
points within each AV element (the details will be described

later in equation 47).

Here we classify the wedge irradiation mode using wedge
types = 0 to 4, stipulating that wedge type = 0 signifies
irradiation with no wedge (that is, open jaw or MLC field
irradiations), and wedge types 1, 2, 3 and 4 denote jaw or
MLC field irradiations with the use of a 15°, 30°, 45° and 60°
wedge, respectively. Under these conditions, the following
(a)-(e) describe the evaluation of the beam intensity for a
point (X(,Y;,Z;) (L = 1 t0 Ly Within the MLC or wedge, or
for a point (Xy, Yu, Zy) on the phantom surface or within the
phantom (Figure 8), these points are on a ray line passing
through point Q(X,, Yo) on the isocenter plane).

(a) For the beam intensity calculation within the MLC
device, we set Z;=Z,, (= 53.7 cm), which is determined by
analyzing calculated and measured MLC-S. datasets (Figure
6). The Ko collision kerma caused by the E, photons for

the AV, element at the point (X},Y;,Z,,) in the L™ section
of the MLC plate should be evaluated only under a given
A Opening, because the MLC device is placed in close
proximity to the jaw collimator; that is, an MLC field of Ay.c
= oo should be used to evaluate OPF;" in the following
equation. Therefore, the calculation is performed as
follows:

aw in_air single He, (E
K\f«/ater(XLL/'yuL’ZMLC;EN )MLC =Y (XQ,YO)-OPmeg' (XO’YO;ANLC :OO’AJEW)'[ f) N)]
watk

sap Y
SAD_ZMLC] 'exp[_:uwc (EN )'TA:LC (XO’YO )} ' (40)

-‘{’(EN,RO)AEN-[
where SAD (= 100 cm) is the source-axis distance (or the
distance between the source (S) and the isocenter plane);
Tuic (Xo,Y, ) is the effective thickness of the MLC, measured
along the corresponding ray line (Figure 8) from the MLC
top side to the middle point (X;,Y¥;,Z,, ) of the L*" section;
and pwic(Ey) is the linear attenuation coefficient of the MLC
material for Ey photons.

(b) For the beam intensity calculation within the wedge
holder, we set Z; =L, eige (5 42.4 cm) with L =1 (= Linay Figure
8). The K2 collision kerma caused by the Ey photons for
the AV, element at the point (XS,YUL,Zwedge) in the Lt section
of the wedge holder should also be evaluated only under a
given A, opening (that is, an MLC field of Ay.c = o should
be used for OPF,™" in the following equation). Therefore,
the calculation is performed as follows:

aw in_air single He, (E,
K\]Na(er (XS’YJ’Zwedge;EN )w_nom = \*Itu;al (XO'YO )'OPFm_ilw (XO'YO;AMLC = w’AJaW).[ L . )]
water

~W<EN,R0)AEN~[ﬁ] x|t (B T (X0, Vo) s (E2) T (X0%0)} ]+ (A1)
where Tyuc(Xo,Yo) is the thickness of the MLC, measured
along the corresponding ray line (Figure 8); Ty o0 (Xo. 1)
is the wedge-holder thickness (equation 35) measured
along the corresponding ray line, from the wedge-holder
top side to the middle point (Xﬁ,YUL,Zwedge) of the Lt section;
and py noa(En) is the linear attenuation coefficient of the
wedge-holder material for the Ey photons. For the case of
no MLC in the beam, we should set Ty (Xo, Yo) = 0.

(c) For the beam intensity calculation within the wedge
body, we set Z;=2Z,.,.. (=424 cm) with L =1, 2, ..., Lyax
(Figure 8). The Ku. collision kerma caused by the Ey
photons for the element at the point (XS,YUL,ZWEC.EQ) in the
L™ section of the wedge body should also be evaluated
only under a given A, opening (that is, Ay.c = o should be
used for OPE" in the following equation). Therefore, the
calculation is performed as follows:

K (X Ve Z i By ) =W (X, ¥ )-OPE™ (X, Yo A :oo,Aﬁw)(M]

water total
wedge P

SAD
SAD=Z,,i50

W(EN.RE)AEH-[ ]z-exp[f{um(EMJ-TW(XC.VDH Hy oo (BT oo o) (B T 0.1 , (42)
where YCVLedge (Xo, Yo) is the wedge-body thickness (equations
34 and 35)measured alongthe correspondingray line, from
the wedge-body top side to the middle point (XLL,,YUL,ZWedge
of the L[ section; and pwesge(En) is the linear attenuation
coefficient of the wedge-body material for the Ey photons.
For the case of no MLC in the beam, we should set Ty (X,

Yo) =0.
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(d) For the beam intensity calculation for the AS element
at the point (Xy, Yu, Zy) on the phantom surface, we should
take into account the Ay, field under a given A, opening.
Under the condition that the wedge generally covers the
beam, we let the K}, collision kerma for AS caused by £y
photons be calculated as follows:

KMLC (XUIYUIZU;EN) _\Pln alr(X % ) OPFslngIe

water phan_AS total in_air

(XO'YO;AMLC'Ajaw) CFOPF( II\;LcJaw /A, wedge type)

jaw 2

2
in_jow Heo(E SAD
CFgPF (TMLC (XO'YO);AMf(iJ /Alaw){¥1~mr '\P(ENIRO)AEN(SAD_ZUJ

'exp[i{ﬂw_hold (EN )'Tw_hold(Xo o)+ Hoedge (E ) wedge (XY, )}:I (43)
with

CFSPF ( mLC (X Y ) ArI\;Lclaw /AJBW) = exp[’]MLC (ASLC”W /Alaw )'TMLC (Xo Yo )] :(44)

.5

e (AR 1AL ) =022x(1- A0 f A ) (45)

where Aj"is the field area that the MLC collimator forms
inside the A, field on the isocenter plane (that is,0< Ay ™
! Ajaw =1); TucXo, Yo) is the effective thickness of the MLC,
measured along the corresponding ray line (note that, for
any ray line within the MLC field, we should set Ty.c(Xo, Yo)
=0); CEp is a factor introduced to make a small correction
for the beam intensity calculation by employing OPF;""
, given as a function of both Aj™/ A, and the wedge
type (Appendix D); CE},; is a factor introduced to correct
for the beam intensity calculation, given as a function of
TucXo, Vo) and Ayid™/ A.a, finely adjusting the degree of
X-ray penetration when passing through the MLC effective
thickness of Tyu.c(Xo, Yo) along the corresponding ray line;
and Ty nod(Xo, Yo) @and Tieqge(Xo, Yo) are the thicknesses of the
wedge holder and the wedge body, respectively, measured
along the ray line (for the case of no wedge device in the
beam, we should set Ty, noia(Xo, Yo) = TwedgeXo, Yo) = 0.

(e) To calculate the beam intensity for the AV element at the
point (Xy, Yu, Zy) within the phantom, we should also take
into account the Ay field under a given A, opening. Here,
it should be noted that the ray line passing through the
point (X,, Yo) on the isocenter plane should also pass through
the effective point (Figure 2b) within the AV element. It has
been found that the same CEj,. and CE},; factors as before
should be used to make small corrections also for the
beam intensity calculation by employing OPFI;””;“r Assuming
that the wedge generally covers the beam, we let the
K collision kerma for AV caused by the £y photons are
calculated as follows:

KM (X, Yy, Zy5Ey) =W (X, ¥ ) OPEMS (X, Yoi A, A, i wedge type)

phan_ AV total \"*07"0) ~" Tin_air

CF;PF( ‘r\r/‘uclaw /A,awrwedge type) OPF(X Y Ar;Lclaw /A]aw)

2
[M] .\F(EN'RO)AEN( SAD j
P Jueter SAD-2,

'EXp[_{/‘w,hom (EN )'Tw,how (Xoryc ) + Uedge (EN )
Twedge (XO'YD ) + luwater (EN ).Tphan (XO’YO )}:| ’ (46)

where, assuming that the phantom is constructed of water-
equivalent media, Tonan(Xo, Yo) is the effective thickness

of the phantom, measured along the ray line from the
phantom surface to the point (Xy, Yy, Zu) and pwaeedEp) is the
linear attenuation coefficient of water for the Ey photons.
For the case of no wedge device in the bearrn1m|\|/ve should

set T noXo Yo) = TueagelXor Yo) = 0. The OPF"S factor is
experimentally constructed as

OPET ( Xy, Y3 Anic /A, s Wedge type)

in_air

= OPFexp[ oy (Al / A, wedge typely |, 47)
with
Aope (A0 1 A, wedge type) =14, (wedge type)-(1-Ap"" /A,,) , (48)
OPF= {ZOPF }/me , (49)
=1
W, {\/z]max (OPF OPF) /Jmax}/OPFr (50)

where Ap= 1.25 (no units) for the irradiation mode of wedge
type = 0 (that is, for open jaw and MLC fields), and A, =
3.50 for the irradiation modes of wedge type =1-4 (that
is, for wedge-filtered jaw and MLC fields). These A, values
were obtained by comparing the calculated and measured
percentage depth dose (PDD) and off-center ratio (OCR)
datasets. This paper uses Jn.x = 27 as the number of
multiple points set within each AV element, through which
ray lines of / =1, 2,..., Jmax Pass (nine points on each of the
three planes set perpendicular to the r' axis (Figure 2b);
and OPF, is the OPF,, 5 factor (equation 23) at the point
where the J ray line intersects the isocenter plane (Figure
2b). We have Aope = 0 for Ajd™/ A,y = 1 for any wedge type.
Wopr expresses the degree of nonuniformity of the incident
beam intensity for a given AV element, determined by Ay,
Auic and wedge type. It should be noted that, in equation
47, we generally have OPF™" < opF. It has been found that

in_air —

the work of the OPF™s factor becomes remarkable as the

width of an MLC leaf-blocked section in a jaw field becomes
narrow (Figures 10 and 11).

Spectra and dose kernels

We reconstructed [3, 4] a new set of energy fluence spectra
for the accelerator as follows. We measured sets of in-air
transmission data at points on the Ype,m axis where Ypeam
> 0 using an ionization chamber with an acrylic buildup
cap (a factor of f,, = 0.25 was assumed [4] to account for
radiation attenuation and scatter in the buildup cap), in
which we used acrylic attenuators of 0-30 cm in thickness
and lead attenuators of 0-3 cm in thickness at off-axis
distances of Ry,= 0, 2.5, 5.0, 7.5, 10.0, 12.5, 15.5, 17.5 and
19.5 cm. We set a value of 10.329 MV for the accelerating
voltage. Using a common set of energy bins for all the off-
axis distances, we reconstructed a set of Y(E\R, ) spectra
with an accuracy of approximately +1% for the measured
transmission data. The energy bins were £, = 0.167 (= Enin),
E,=0.627, E5=1.087, E;= 1.548, Es= 2.008, Eg= 2.468, E; =
3.461, Eg= 4.987, Ey= 6.513, E;o= 8.040 and E;, = 9.566 MeV
(= Emax) (n@amely, Npax= 11 and Eqiqg = 2.698 MeV with AEy
= 0.460 MeV for N = 1-6, and with AEy= 1.526 MeV for N
= 7-11). Figure 7 shows the reconstructed spectra at Ry =
0-19.5 cm. The X-ray spectrum becomes softer as the off-
axis distance (Ry) increases.
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Figure 10 Graphs of the OCR, (including its components) and OCRneas (in
points) datasets, with the Xpeam Value varied with Ype,m= 0 cm on the isocenter
plane at a reference depth of Zz = 5 cm with no wedge used, founded by
setting (a) one half-leaf (0.5 cm in width), (b) three consecutive half-leaves
(1.5 cm in width) and (c) five consecutive half-leaves (2.5 cm in width) in a
jaw field of Aj,,= 10 x 10 cm?2.10-MV X-rays, SAD = 100 cm (each reference
dose was obtained at Zz = 5 cm using the open A, field).

H;, and K; , dose kernels

Primary and scatter dose kernels in water (H,, and K; ,) for
the energy bins of £y (N =1 to 11) were produced through
use of an Electron Gamma Shower (EGS) Monte Carlo
code taking semi-infinite water phantoms (Figure A1). The
primary and scatter dose kernels (as shown in Kimura and
colleagues [7]) were produced, assuming the density of
water to be unity.

Structure of the MLC
The MLC is made of a proprietary tungsten alloy.
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Figure 11 Graphs of the OCR (including its components) and OCReas
(in points) datasets, with the Y,eam value varied and Xyeam = 1.75 cm on the
isocenter plane at a reference depth of Zz = 10 cm with no wedge used,
founded by setting an MLC leaf-blocked section in a jaw field of Aj,= 10 x 10
cm? with (a) one half-leaf (0.5 cm in width), (b) three consecutive half-leaves
(1.5 cm in width) and (c) five consecutive half-leaves (2.5 cm in width). 10-MV
X-rays, SAD = 100 cm (each reference dose was obtained at Zz = 10 cm using
the open A, field).

Accordingly, as an effective approach, we calculated the
in-air output factor (OPF;, ;) for an open MLC field using
equation 23 by assuming that the MLC was composed of
tungsten atoms; however, its density was different from
that of pure tungsten metal. We let the ratio of the mass
density of the MLC material to that of the pure tungsten
material be Puic_facor = 0.897 This ratio was obtained by
comparing calculated and measured MLC-S. datasets
(Figure 6), which we calculated by setting a virtual 2D MLC

plate at a distance of Zy.c= 53.7 cm above the isocenter
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plane (Figure 4). On the whole, these numerical values
gave the most accurate results for the MLC-S, factor.

The MLC device is composed of sixty pairs of leaves. Let
Neafdenote the leaf number. At N'af = 1 and N'e2f = 60, each
of the leaves forms a special shadow field 1.4 cm wide on
the isocenter plane. At N'¢af = 2-10 and N'&f = 51-59, each
of the leaves forms a shadow field 1 cm wide, called a “full
leaf” or “type 0.” At N'af = 11-50 forms a shadow field 0.5
cm wide, called a “half leaf.” The half leaves are classified
into two types, type 1 and type 2, and these types are
arrayed alternately. The full and half leaves have [23] a
staple, a hook, a curved end, stepped sides and chamfers
at both corners of the curved end so that these leaves can
be moved to create an irregular field shape.

We analyzed the fine 3D structure of the full and half leaves
as per the manufacturer's information. When the full and
half leaves are consecutively arrayed, the isocenter-axis
components of the MLC effective thicknesses calculated
along the ray lines are separated into seven or eight
sections, respectively, in the direction of the Xpe.m-axis
(excluding the region around each curved end and
ignoring the presence of the driving screw holes). Figure 12
illustrates the sectional widths measured on the isocenter
plane for leaves of (a) type O (full), (b) type 1 (half) and (c)
type 2 (half). The width of the region overlapped with the
neighboring leaf is 0.067 cm; accordingly, each type has an
actual width of 0.567 or 1.067 cm. The data in brackets give
the isocenter-axis components. Figure 13 illustrates the 3D
shapes of the isocenter-axis components for a single full
or half leaf: (a) full leaf (type O; using N = 10), (b) half
leaf (type 1; using N'=3f = 30) and (c) half leaf (type 2; using
N'e3f = 31), Note that the diagrams are drawn by setting the
position of each leaf end at Ypeam=0 cm.

MLC-S, calculation

Using equation 23, we calculated the in-air output factor
(OPFin_air) under a given set of Ay c and A, fields along each
center line of the seven or eight stripes using its sectional
width (Figure 12) for each of the full or half MLC leaves.
However, for N'eef = 1 and 60 we assumed that each leaf
had an infinite width, repeating the eight-striped pattern
of the full leaf (to take into account the overrun area, as
indicated by the circle in Figure 5b, when the X,e.n-axis side
edge of the A,,, field is nearly equal to £20 cm). Moreover,
to effectively calculate near the leaf end, we used a series
of AT'*3f steps on the middle line of each stripe, starting at
the leaf end, as follows:

(aTe —ars) In2
AT =T+ 1 cos nl—exp[—r‘eam‘ff‘] ,(51)
H

fori=1,2,3,...wherewelet T*'=0cmand T = 7"+ AT
Then, we have T%" = AT®" and T = AT (the step
increases slowly at small and large values of /). For the
experimental studies, we used ATra=0.01 cm, AT = 0.5

cm and 7%= 1.0187 cm.

Figure 6 shows the calculated and measured MLC-S,
datasets that were obtained at the isocenter (X, = Y, =0 cm)
as a function of the square Ay, field side under each of the
square Ay, fields of 6 x 6 to 28 x 28 cm?in size (equation C2
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Figure 12 Sectional widths measured on the isocenter plane for leaves
of (a) type 0 (full), (b) type 1 (half) and (c) type 2 (half). Each type has an
actual width of 0.567 or 1.067 cm. Data in brackets show the isocenter-
axis components of the MLC effective thicknesses measured along ray lines
when the full or half leaves are continuously arrayed, excluding the region
around each curved end and ignoring the presence of the driving screw
hole.

in Appendix C), letting both A, and Ay, fields be symmetric
with respect to the Xeam and Yieam axes, and letting the
other pairs of A and B MLC leaves be closed at Yyeam= 0
cm. The measurement was performed using a cylindrical
mini-phantom [24] with a 0.6 cm® chamber (PTW 30006
Waterproof Farmer Chamber, Radiation Products Design,
Inc. Albertville MN, USA) in free air. It can be seen that the
measurement, having small waveforms for each of the



27

Iwasaki A et al., ] Radiol Imaging. 2017, 2(3):14-35

Passing thickness (cm)

Paasing thickness (cm)

passing thickness (cm)

Figure 13 The 3D shapes of the isocenter-axis components of the MLC
effective thicknesses calculated along ray lines, as a function of Xyeam and
Yoeam: fOr a single full or half leaf whose leaf end point is at Yiean=0 cm
(ignoring the presence of the driving screw hole): (a) for the full leaf (type 0;
using N'e3f = 10), (b) for the half leaf (type 1; using N'*:f = 30) and (c) for the
half leaf (type 2; using N'=f = 31).

Ajw fields, seems to be influenced to a certain degree by
scattered radiation from the MLC leaves.

The mean absolute deviation of the calculations is 0.21%
(the minimum is -0.71% and the maximum is 0.68%). The
MLC-S, factor depends largely on the A, field; however,
under a given A, field, the MLC-S. factor rapidly decreases
from a certain Ay, field size as the Ay.c field becomes
smaller. It should be noted that, when the positions of
the pairs of closed leaves are set at Yieam = £30 cm, the
mean absolute deviation of the calculations is 0.22% (the
minimum is -0.77% and the maximum is 0.67%). Therefore,
itis clear that the in-air output factor (OPF;, ) is influenced
by the shapes of the MLC leaf structures. This is because
the value of A% calculated by setting the positions of
the closed leaves at Yye.m = £30 ¢cm is greater than that
calculated with Ypeam= 0 cm.

Structure of the wedge filters

The 15° and 30° wedge filters are made of proprietary
iron alloys, and the 45° and 60° wedge filters are made of
proprietary lead alloys. Accordingly, to effectively calculate
the wedge-filtered dose, we introduced a factor, called
Puwedge factors 8iViNg the ratio of the mass density of the wedge
material to that of pure iron or lead (assuming, to a first
approximation, that the wedge material is composed of
iron or lead, though its density is different from the density
of pure iron or lead) for each of the four wedges. We set
Pwedge_factor = 0.900 for the 15° wedge; puedge factor = 0.915 for
the 30° wedge; Puedge factor = 0.955 for the 45° wedge; and
Pwedge_facor = 0.930 for the 60° wedge. These factors were
obtained by comparing calculated and measured PDD and
OCR datasets.

Each wedge body is attached to a 0.2 cm thick acrylic plate.
Figure 14 shows cross-sectional body views of the wedges.
The vertical axis shows the isocenter-axis components
of the wedge thickness measured along ray lines, as a
function of Xpeam OF Yheam ON the isocenter plane. Each view
forms a polygonal structure with corners marked by dots.

Calculation of PDD and OCR

The dose calculations in water phantoms described below
were performed by setting the density of water to 0.990
g/cm® to obtain the most accurate calculation results
(this value is approximately 0.65% less than that at room
temperature). We calculated the dose at a point P(Xc, Y, Z¢)
in a water phantom, using a polar coordinate system (r', @,
0) derived from the (x,, y,, z,) coordinate system (Figure 2).
Using the procedures described in Appendix B for setting
steps of (Ar', Ag, AB) and for setting the effective point for
each volume element AV on the r'-axis, the dose calculation
ability was assessed with PDD and OCR datasets that were
measured in water phantoms using a 0.125 cm? ionization
chamber (dimension of sensitive volume: radius 2.75 mm,
length 6.5 mm; PTW 31002, Radiation Products Design,
Inc.), setting the effective center of the chamber to coincide
with each measuring point.

Setting the source-surface distance (SSD) to be 100 cm
(equal to the source-axis distance (SAD)), we let the PDD
be defined along the isocenter axis (Xpeam = Ypeam= 0 €M) as:
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Figure 14 Cross-sectional body views of (a) the 15° wedge (steel alloy), (b) the 30° wedge (steel alloy), (c) the 45° wedge (lead alloy) and (d) the 60° wedge (lead
alloy). The vertical axis shows the isocenter-axis components of the wedge thickness measured along ray lines, as a function of Xyeam Or Yheam-

PDD(Z)=100xD, (Z;AMLC, A, ;wedge type) /D, (ZR; A A, wedge typeg ) ,(52)

where D, in the numerator is the dose at a phantom at
depth Z on the isocenter axis for an MLC field (Ay.c) under a
jaw field (Aj,w) with no wedge used (wedge type = 0) or with
one of the four wedges (wedge type = 1-4, also indicating
its insertion direction); and D, in the denominator is the
reference dose at a phantom at a reference depth of Zz =
10 cm on the isocenter axis under a reference jaw field of
A%w= A With no MLC (namely, Ayc=20, an infinite field)
and with no wedge (wedge typeg = 0), where the symbol
Df is used below as the reference dose.

Next, setting the source-chamber distance (SCD) to be 100
m (= SAD), we let the OCR be defined at a point (Xseam, Ybeam)
on the isocenter plane (Zyeam= 0 cm) as:

OCR(Xbeam’Ybeam ) = D (Xbeam ’ beam’AMLC’AJaw' R’Wedge typ@g

D,(0,0; AMLC,AJaW,ZR,wedge typeg)

where D, in the numerator is the dose at a point (Xpeam, Ybeam)
on the isocenter plane at a reference depth of Zz on the
isocenter axis for an MLC field (Au.c) under a jaw field (Aj.w)
with no wedge filter (wedge type = 0) or with one of the
four wedges (wedge type = 1-4) also indicating its insertion
direction); and D, in the denominator is the reference
dose at the isocenter point on the isocenter plane at the
reference depth (Zz) under a reference jaw field of A
= Ajaw With no MLC (namely, A

jaw

e =c0 and with no wedge

(wedge typer = 0), where the symbol DJ is used below as
the reference dose.

According to the section of Dose calculation principle, each
of Dy and D, in equations 52 and 53 is typically composed of
the nine dose components (D, DI, Dyert®, plecse, Dyor

, Do DY, DM and D,r) OF the three dose components

scat scat

(Dprlm: Dscat and Dcont)~

Experimental studies and discussion

The PDD and OCR datasets in the water phantoms were
calculated and measured, where the square Ay.cand Ay
fields used below were all symmetric with respect to the
Xbeam @Nd Ypeam axes. It should be noted that, for any given
square field, the MLC leaves not taking part in forming the
open Ay.c field were intentionally closed at Yyean=0 cm, and
that each of the measured PDD or OCR datasets (drawn
in dots in the figures below), producing the ratio of the
dose relative to the reference dose, had a relative error
of approximately +0.7% because each measurement of D,
and D, at a fixed point had a relative error of approximately
+0.5%.

PDD datasets

The calculated and measured PDD (PDDg,. and PDDess)
datasets, given as a function of the depth (2) of a phantom
on the isocenter axis under each irradiation condition, are
shown below. Let the PDD,. components corresponding
to the nine dose components mentioned above be
expressed as:
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PDD”" =100x D"

prim

PDD* =100x D}re;

scat

pit [ D} ;PDDZ =100XDE:" / DY ;PDDYsE = 100X Dot / DY
et [ D} ;PDDY= =100x DY=""" / DY;PDD ;" =100x D" /

D}

17

PDD;. =100xD)" / D;PDDY.c =100x DL / D;;and PDD_,, =100xD,, . / D}

Then we have: MO o, (@) PDb(Z) sets for 10 MV X—r;ys (ZR=10clm)
PDD,, =PDDE + PDDZ" +PDDY: + PDD + 120 AN Ayi=4x4 cm? and A, =1010 cm? at SSD 100
PDDY-"“ +PDDY"" +PDD L +PDDY +PDD,, - (54) hDD \\ : —

prim scat prim scat cont ~ 100 \\ %TT;M §
First, PDD(Z2) datasets with no wedge used were calculated N 80 - RN £ \ =

. . a PDD!: | z
and measured for combinations of square Ayc and Ajw 2 \
fields. We set MLC fields of Ay.c =4 x 4-10 x 10 cm? for a 60 N
jaw field of A, =10 x 10 cm?; we set MLC fields of Ayc = 40 \m\
4 x 4-15 x 15 cm? for a jaw field of A, =15 % 15 cm? and PDDME | pppse —
we set MLC fields of Ay.c =4 x 4-20 x 20 cm? for a jaw 20 :I;U“LC [ E
field of Ay =20 x 20 cm? Figures 15a-c show the PDD.c PDD_. —_—
(including its components) and PDD,..s datasets: diagram 0 5 10 15 20 25 30
(a) is for a combination of Ay.c =4 x 4 cm? and Aj,, = 10 x Z(cm)
10 cm? (details of the lower dose components are shown
. . . . . . (x107%) T T T T
in diagram (b)); and diagram (c) is for a combination of Ay.c (b) PDD(Z) sets for 10 MV X-rays (Ze=10 cm) L
=8 x 8 cm? and Aj,, = 10 x 10 cm?fields. It can be seen that 5 Avic=4x4 em” and 455, =10<10 em” at SSD 100 em
(a) each of the primary and scatter doses from the MLC can
be ignored; (b) the electron contamination dose decreases 4 E_
as the Ay field decreases for a given A, field; and (c) _ PDD,,, -]
the calculated data at depths greater than around 20 cm N, l ==
are approximately 1-2% greater than the corresponding § \—t—PDD.’ftf
measured data (this paper does not analyze further why 9
such large deviations were produced); and (d) PDDﬁ’:iLf1 =0 \\
and PDDn: = 0 at depths greater than approximately 5.8 -
cm. Results with almost the same calculation accuracy PDDME
were also obtained for the other combinations of Ay.c and = .
Apw fields. 0 5 10 15 20 25 30
Z (cm)
Second, PDD(Z) datasets using the 15°, 30°, 45° and 60° 140 ! T
. . . . PDD,.,, (¢) PDD(Z) sets for 10 MV X-rays (Zg=10 ¢m)
wedges in the direction of the Y,..m axis were calculated j}g\\\ Anilc~8<8 om’ and Agpy=10%10 em” at SSD 100 cm
and measured for combinations of square Awc and Apy 120 % \ \
100 =

fields as follows: we set Ay.c =4 x 4-10 x 10 cm? for a jaw
field of Ajzw=10 x 10 cm?; we set Ayc =4 x 4-15 x 15 cm? for
a jaw field of A, =15 x 15 cm? and we set Ayc =4 x 4-20
x 20 cm? for a jaw field of A, = 20 x 20 cm? (excluding the
case where the 60° wedge is used). Figure 16a-c show the
PDD¢, (including its components) and PDD,,..s datasets
for a combination of Ayc =5 x5 cm? and Ap, = 15 x 15
cm? fields: diagram (a) is for the 15° wedge (details of the
lower dose components are shown in diagram (b)); and
diagram (c) is for the 60° wedge. It can be seen that the
electron contamination dose virtually vanishes with the
use of each of the wedges (namely, PDD, = 0), and that

each of the primary and scatter doses from the wedge
and MLC can be ignored (namely, PDD!:%* =0 PDD!* =0

prim scat
PDD;=0 PDD;*"=0 PDD}i-=0 PDDY“=0 where
PDD}:** =0 PDD,-"** =0 and PDD};- =0 at depths greater

than approximately 5.6 cm). The calculation results in
the buildup region are relatively poor (Figure 16a shows
deviations =-28.2% (Z=0.008 cm) to 6.8% (Z= 0.8 cm), and
Figure 16¢ shows deviations =-80.7% (Z=0.008 cm) to 8.2%
(Z = 0.8 cm); this paper does not analyze further why such

& §5D7100 em->{
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Figure 15 Graphs of the PDD,, (including its components) and PDD s (in
points) datasets in water with no wedge for (a) Ay.c =4 x 4 cm? and A, = 10
x 10 cm? (details of the lower dose region are shown in (b)) and for (c) Ay.c =
8 x 8 cm? and A, = 10 x 10 cm? 10-MV X-rays, SSD=100 cm (each reference
dose was obtained at Zz = 10 cm using the open Ay, field).

large deviations were produced), although the calculation
results at depths beyond the buildup region are relatively
accurate (Figure 16a shows deviations = -0.6% (Z = 10.2
cm) to 0.3% (Z = 2.6 cm), and Figure 16¢ shows deviations=
-2% (Z = 30 cm) to 0.5% (Z = 2.5 cm). Results with almost
the same calculation accuracy were also obtained for the
other PDD datasets.
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OCR datasets

This section presents details of the calculated and
measured OCR (OCR.c and OCR....) datasets, with the Ypeam
value varied and X,..m kept constant, or with the X,eam value

OCRphan :Dphan /D;{, OCRphan :Dphan /D;{’

prim prim scat scat
wedge __ wedge R. wedge __ wedge R. w_hold
OCRprim - Dprim / DZ ’ OCRscat - Dscat / DZ ’ OCRprim

OCRWﬁhOId :DW7hO|d /D;;OCRMLC :DMLC /Ds;OCRMLC — DMLC /D;; and OCR

scat scat prim prim scat

Then we have:

OCR,,, = OCR’"™" + OCR’" +OCR:* + OCR!%: + OCRY, "
(55)

w_hold
+OCRY,"™ +0CR}" +OCR. +OCR, -
First, we calculated and measured the OCRXpeam: Ybeam)
datasets, with the Y,..m Value varied and Xpeam = 0 cm on the
isocenter plane at a reference depth of Zz = 10 cm, setting

120 T T T T T T
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Figure 16 Graphs of the PDD, (including its components) and PDDes (in
points) datasets for Ay.c =5 x 5 cm? and Aj,, = 15 x 15 cm? with the use of (a)
a 15° wedge (details of the lower dose region are shown in (b)) and (c) a 60°
wedge (each in the direction of the Ype.m axis). 10-MV X-rays, SSD = 100 cm
(each reference dose was obtained at Zz = 10 cm using the open A, field).

varied and Yi..m kept constant, on the isocenter plane at
the reference depth (Zz) under each irradiation condition.
Let the OCR.;c components corresponding to the nine dose
components mentioned above be expressed as:

— Dw_hold /DS,

prim

_ R
scat cont Dcont /Dl

each of the four wedges in the direction of the Yye.m axis
and with no MLC (Ay.c = . When using the 15°, 30° and
45° wedges, we set square jaw fields of A,,=5 % 5 - 20
x 20 cm? When using the 60° wedge, we set square jaw
fields of A,w=5 x 5-15 x 15 cm?. Figures 17a-e show the
OCR (including its components) and OCR,s datasets for
a jaw field of A, = 15 x 15 cm?: diagram (a) is for the 15°
wedge (details of the lower dose components are shown
in diagram (b)); diagram (c) is for the 30° wedge; diagram
(d) is for the 45° wedge; and diagram (e) is for the 60°
wedge. We obtain OCR;¢ =1x10~ and OCRY*** =5x10™*
at points around Yyeam = 0 cm. For all the calculation points,
we obtain OCRcon = 0, OCRY =0 and OCRY" =0 (because
the contaminant electrons and the secondary electrons
from the wedge device are all shielded by the wedge
and the 10 cm of water). In general, both the OCR,. and
OCRas datasets were in good agreement (with deviations
of -0.03 to 0.09% at points around Ype,m = 0 cm), except in
the case of Figure 17d with a relatively large deviation of
-1.5% at points around Y, = 0 cm (this paper does not
analyze further why such large deviations were produced).
Results with almost the same calculation accuracy were
also obtained for the other OCR datasets.

Next, we calculated and measured the OCRXpeams Ybeam)
datasets with the Xpeam Value varied and Ypeam = 0 cm on the
isocenter plane at each reference depth of Zz= 2.5, 5 and
10 cm with no wedge used by setting each of the following
three MLC leaf-blocked sections within a jaw field of A,y
=10 x 10 cm?. Figures 10a-c show the OCR, (including
its components) and OCR,s datasets for Zz =5 cm with
the use of MLC leaf-blocked sections: diagram (a) is for
one half-leaf (0.5 cm in width); diagram (b) is for three
consecutive half-leaves (1.5 cm in width); and diagram (c)
is for five consecutive half-leaves (2.5 cm in width). For all
the calculation points, we obtained OCR.,, = 0 (because
the contaminant electrons are practically shielded by the
5-cm-thick water layer), and also obtained OCR.- =0 and

OCRM€ = 0. It can be seen that the OCRy..s data behind
the MLC leaf-blocked section by the one half-leaf (Figure
10a) are slightly greater (2.5%) than the OCR.. data
because the chamber readings are somewhat influenced
by higher doses in the non-leaf-blocked regions, and
that, in the non-leaf-blocked regions, the OCR,. data are
around 2% greater than the OCR,..,s data (these large
deviations may be due to the assumption that OCRyyce
is a function of only the off-axis distance (R); in fact, the
basic OCRy. dataset was produced based only on in-
air dose data measured at points where Yyeam = 0 0N the
Ybeam axis). Almost the same calculation accuracy was also
observed for the other datasets. It should be emphasized

multi

that the work of the OPFE™ factor (equation 47) becomes
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remarkable as the width of an MLC leaf-blocked section in
a jaw field becomes narrow. The same statement can also
be referred to the cases of Figures 11a-c described in the
next place.

Next, we calculated and measured the OCR(Xueams Ybeam)
datasets with the Yyeam Value varied and Xyeam= 1.75 cm on
the isocenter plane at each reference depth of Zz = 2.5,
5 and 10 cm with no wedge used by setting each of the
following three MLC leaf-blocked sections in a jaw field of
Ajaw =10x 10 cm?. Figures 11a-c show the OCR (including
its components) and OCR,s datasets for Xyeam = 1.75 cm
and Zz = 10 cm: diagram (a) is for one half-leaf (0.5 cm);
diagram (b) is for three consecutive half-leaves (1.5 cm);
and diagram (c) is for five consecutive half-leaves (2.5
c¢m). For all the calculation points, we obtained OCR,; =
0 (because the contaminant electrons are practically all

shielded by the 10 cm of water), and also obtained OCR "

=0 and OCRM-=0. The OCRye.s data behind the MLC leaf-
blocked section by the one half-leaf (Figure 11a) are slightly
greater (3.5%) than the OCR,. data because the chamber
readings are also influenced by higher doses in the non-
leaf-blocked regions. In Figure 11b, the OCR, data in the
non-leaf-blocked region are around 2% greater than the
OCRneas data (this paper does not analyze further why
such large deviations were produced). Figure 11a-c reveal
that certain amounts of radiation leak at points which are
behind the MLC leaf-blocked sections but within the jaw
field. Results with almost the same calculation accuracy
were also observed for the other datasets.

Next, we calculated and measured the OCRXpeams Ybeam)
datasets, with the Yi..m value varied and Xyeam= 0, 1.25 and
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3.75 cm on the isocenter plane at each reference depth
of Zzy = 2.5, 5 and 10 cm with the use of each of the four
wedges in the direction of Y,e.m axis. For each of the 15°,
30° and 45° wedges, we set an MLC field of Ayc=5x%5
cm? for the jaw fields of A, = 10 x 10, 15 x15 and 20 x
20 cm?. For the use of the 60° wedge, we set an MLC field
of Auic =5 x 5 cm? for the jaw fields of A,y = 10 x 10 and
15 x 15 cm?. Figures 18a-e show the OCR (including its
components) and OCRe,s datasets for Xpeam = 0 cm and
Zz = 10 cm with a combination of Ayc =5 x 5 cm? and
Ajaw = 15 x 15 cm? fields: diagram (a) is for the 15° wedge
(details of the lower dose region are shown in diagram
(b)); diagram (c) is for the 30° wedge; diagram (d) is for the
45° wedge; and diagram (e) is for the 60° wedge. For all
the calculation points, we obtained OCR,n= 0, OCRM =0

OCRY6°=0 and OCR}*=0 (because the contaminant
electrons and the secondary electrons from the MLC
and wedge devices cannot reach each of the calculation
points), and also obtained OCRY-"" =0 and OCRM:‘=0
. We obtained OCRY¥=3x10% - 8x10* at points around
Yoeam = 0 cm. Figures 18a, c-e show that the deviations of
the OCR., data at Yieam= 0 cm are -0.8%, -1.8%, -1.1% and
-1.8%, respectively (these deviations may be caused by the
inaccurate estimates of Puedge ractor given for the wedges
under the given OCR.u distribution), and that certain
amounts of X-rays leak at points which are outside the
MLC field but within the jaw field. Similar results were also
observed in other irradiation cases, as described below.
Results with almost the same calculation accuracy were

also obtained for the other OCR datasets.
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Figure 18 Graphs of the OCR, (including its components) and OCRe,s (in
points) datasets, with the Yye,m Value varied and Xpeam= 0 cm on the isocenter
plane at a reference depth of Zz = 10 cm, for Ay,c =5 x 5 cm? and Ay, =
15 x 15 cm? with the use of (a) a 15° wedge, (b) details of the lower dose
region, (c) a 30° wedge, (d) a 45° wedge and (e) a 60° wedge (each in the
direction of the Yieam axis). 10-MV X-rays, SAD=100 cm (each reference dose
was obtained at Zz = 10 cm using the open A, field).

Next, we calculated and measured the OCRXpeams Ybeam)
datasets, with the Yi..m vValue varied and Xyeam= 0, 1.25 and
3.75 cm on the isocenter plane at each reference depth of
Zz = 2.5,5 and 10 cm using each of the four wedges in the
direction of the Ypeam axis. When using the 15°, 30° and 45°
wedges, we set square jaw fields of A, =5 % 5-20 x 20
cm? When using the 60° wedge, we set square jaw fields
of Aaw =5 % 5-15 % 15 cm? Figures 19a-c show the OCR,c
(including its components) and OCR,.,s datasets for 10 cm,
with the use of the 45° wedge for a combination of Ay.c =
5 x 5 cm? and A, = 15 x 15 cm? fields: diagram (a) is for
Xbeam = 0 cm; diagram (b) is for Xpeam = 1.25 cm; and diagram
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(€) is for Xpeam = 3.75 cm. For all the calculation points, we
obtained OCR = 0 (because the contaminant electrons
are all shielded by the wedge and the 10 cm thick water
layer), and also obtained OCR;#=0, OCR}™ =0 and
OCR,. =0 (because the secondary electrons from the MLC
and wedge devices cannot reach each of the calculation
points). We obtained OCR.:*=7x10%, OCR!-"“=0 and

OCRM =0 at points around Yiean = 0 cm. The OCRe
deviations at Ypesm = 0 cm are -1.1% in Figure 19a -1.9%
in Figure 19b (these deviations may also be caused by
the inaccurate estimate of Puedge factor given for the wedge
under the given OCRyoyrce distribution). Figure 19c similarly
shows the results for Xyeam = 3.75 cm outside the Ay field,
illustrating the sharp changes in dose distribution near the
point of Ypeam = 0 cm (due to the large X-ray leakage from
the closed parts, where the pairs of A- and B-MLC leaves
are just closed). It also demonstrates that the OCR .. data
are smaller than the OCR., data at points around Ypeam =
0 cm, because the measurements by the chamber reflect
the lower doses in the MLC-shielded region. Figure 19a-c
show that certain amounts of X-rays leak at points which
are outside the MLC field but within the jaw field. AlImost
the same calculation accuracy was also observed for the
other OCR datasets.

Finally, we calculated and measured the OCR(Xoeam, Ybeam)
datasets, with the X,..m Value varied and Ypeam=0, -1.25 and
-3.75 cm on the isocenter plane at each reference depth of
Zz=2.5,5and 10 cm, using the four wedges in the direction
of the Xyeam axis. When using the 15°, 30° and 45° wedges,
we set square jaw fields of Aj,, =5 % 5 - 20 x 20 cm? for an
MLC field of Ay.c =5 x 5 cm? When using the 60° wedge,
we set square jaw fields of A, =5 % 5-15x 15 cm? for an
MLC field of Ay.c = 5% 5 cm?. Figures 20a-c show the OCR .
(including its components) and OCR,.,s datasets for Zz =10
cm with the use of the 45° wedge for a combination of Ay.c
=5x5cm? and A, = 15 x 15 cm? fields: diagram (a) is for
Yoeam= 0 cm; diagram (b) is for Yyeam=-1.25 cm; and diagram
(c) is for Yyeam = -3.75 cm. These OCR;c and OCRpes results
clearly indicate variations in X-ray beam attenuation along
the direction of wedge insertion. With respect to each of
the diagrams, we obtained OCRn = 0, OCRM-“=0, OCR "

=0 and OCR},;"*“=0 for all the calculation ppoints (because
the contaminant electrons and the secondary electrons
from the MLC and wedge devices cannot reach each of
the calculation points); and we obtained OCRY<*=7.5x10°,
OCRY;"=0 and OCRM“=0, near the point of Xyesn = 0
c¢m Figure 20a shows waveform dose distributions in the
left- and right-hand regions that are outside the MLC field
but within the jaw field, where the pairs of A- and B-MLC
leaves are just closed. In the waveform dose distributions,
the OCRss data are much smaller than the OCR.,. data
because the measurements by the chamber of finite size
reflect the lower doses in the MLC-shielded region. There
are relatively large deviations in OCR, resulting from the
measurement (OCReas) at Xpeam = 0 cm; Figure 20a shows
-1.1%, and Figure 20b shows -1.7% (these deviations may
also be caused by the inaccurate magnitude of pyedge factor
given for the wedge under the given OCRg distribution).
Figure 20c shows the OCR datasets outside the Ay, field,
illustrating waveform dose distributions outside the Ay.c

field but within the jaw field, with pairs of large and small
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Figure 19 Graphs of OCR. (including its components) and OCRyess (in
points) datasets, with the Yy,m value varied and (a) Xpeam = 0 €M (b) Xpeam =
1.25 cm and () Xpeam = 3.75 ¢cm on the isocenter plane at a reference depth
of Zz = 10 cm, with the use of a 45° wedge in the direction of the Y,eam axis
for Auic =5 % 5cm?and A, = 15 x 15 cm?. 10-MV X-rays, SAD = 100 cm (each
reference dose was obtained at Zz =10 cm using the open Ay, field).

waves repeated (reflecting the geometrical features of the
half leaves of types 1 and 2 as shown in Figures 12 and 13,
and clearly showing X-ray leakages in the corresponding
region). Almost the same calculation accuracy was also
observed for the other OCR datasets.

Figures 21a-d show the OCR,. (including its components)
and OCR,..s datasets for Zz = 2.5 cm with the use of the 60°
wedge for a combination of Ay.c =5 x5 cm? and Ay, = 15 %
15 cm? fields: diagram (a) is for Yyeam = 0 cm (details of the
lower dose region are shown in diagram (b)); diagram (c) is
for Ypeam = -1.25 cm; and diagram (d) is for Ypeam = -3.75 cm.
Almost the same calculation accuracy was also observed
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for the other OCR datasets. It should be noted that the
dose leakage characteristics of the MLC are almost the
same as those obtained by using a Monte Carlo simulation
model [25] (Figures 20a, c and Figures 21a, d).
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Figure 20 Graphs of OCR. (including its components) and OCRyess (in
points) data, with the Xyeam Value varied and (@) Ypeam= 0 ¢m (b) Ypeam = -1.25
c¢m and (c) Ypeam = -3.75 cm on the isocenter plane at a reference depth of Z;
=10 cm, with the use of a 45° wedge in the direction of Xyeam axis for Ay.c =5
x5 cm?and A, = 15 x 15 cm? 10-MV X-rays, SAD = 100 cm (each reference
dose was obtained at Zz = 10 cm using the open A, field).

As the above-described PDD and OCR datasets show,
the OCR datasets can, in general, reflect levels of dose
calculation accuracy to a greater extent than the PDD
datasets can. One of the most basic functions for a given
linear accelerator is the OCR.., function, defined in
an open infinite A, field (equation 23). As the OCRsource
function used in this study shows, it may not be reasonable
to assume that the OCRyy,e function is determined only

by the off-axis distance (Ro =\/X02+Y02) on the isocenter

plane; instead, it should generally be determined by the 2D
position of (Xo, Y;). Moreover, the magnitude of pyedge factor
for each wedge should be determined after acquisition of
an accurate OCR., e dataset.
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Figure 21 Graphs of OCR. (including its components) and OCRyeas (in
points) datasets, with the X,eam value varied and (@) Ypeam = 0 ¢cm (details of
the lower dose region are shown in (b)), (¢) Ybeamn = -1.25 cm and (d) Yoeam =
-3.75 cm on the isocenter plane at a reference depth of Zz = 2.5 cm with
the use of a 60° wedge in the direction of the Xue.m axis for Ayc =5 x 5 cm?
and A, = 15 % 15 cm?. 10-MV X-rays, SAD=100 cm (each reference dose was
obtained at Zz = 2.5 cm using the open Ay,, field).

We performed theoretical and experimental studies on
10-MV X-ray dose calculations in water phantoms with
multileaf collimation (MLC) and/or wedge filtration using a
linear accelerator equipped with (in order from the source
side) a pair of upper jaws, a pair of lower jaws, an MLC
and a wedge filter. The dose calculation simulations were
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performed, focusing on percentage depth dose (PDD) and
off-center ratio (OCR) datasets.

The dose calculations were based on a convolution method
using primary and scatter dose kernels formed for energy
bins of X-ray spectra reconstructed as a function of the off-
axis distance. We used the MLCleaf-field output subtraction
method to calculate the in-air beam intensity for points on
the isocenter plane for an open MLC field under a given
jaw field, employing a small, extended radiation source
on the X-ray target and a large, extended radiation source
on the flattening filter. The in-air beam intensity was then
decomposed into each energy-bin component (Ey) of the
reconstructed X-ray spectra.

The 3D structures of the jaw collimator, MLC and wedge
devices were replaced with 2D plates for simple dose
calculation.Thein-phantomdosecalculationwasperformed
by treating the phantom, the wedge, and the MLC as parts
of a unified irradiated body, where we proposed to use a
factor of Umed(En)/ Hwater(En) (the relative attenuation factor)
for each energy-bin component (Ey), instead of the relative
electron density (p.), for the medium of each volume
element within the unified irradiated body, where pmed(En)
and pwae(En) are the linear attenuation coefficients for Ey
photons of the volume element material and water.

Conclusions

It is confirmed that, as the MLC leaf-blocked section width
became narrow, the in-phantom dose calculation effect
due to nonuniform incident beam intensities became
great. A correction factor was then introduced for each
AV element in the phantom. The in-phantom dose was
generally separated into nine dose components: (a) the
primary and scatter dose components produced in the
phantom, (b) the primary and scatter dose components
emanating from the MLC, (c) the primary and scatter dose
components emanating from the wedge body, (d) the
primary and scatter dose components emanating from the
wedge holder, and (e) the contamination dose component
caused by the electrons emanating from the treatment
head and the air volume.
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